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By a multiorder on $G$ we will understand any measure-preserving system $(\mathcal{O}, \nu, G)$, where $\nu$ a Borel probability measure on $\mathcal{O}$, invariant under the action of $G$ given by (2).

Multiorder is a particular case of an invariant random order introduced by John Kieffer in 1975. The difference is that IRO involves total orders of any type (typically of type $\mathbb{Q}$ ).

Using tilings one can prove that if $G$ is amenable, then there exists a multiorder on $G$ of entropy zero.
(Moreover, that multiorder is uniformly Følner, but we will not use this property.)
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By (4), we have $g x=\gamma x$, (or $\operatorname{id}(g x)=\gamma(\operatorname{id}(x))$ ), the action $(X, \mu, \Gamma)$ of $\Gamma$ on $(X, \mu)$ defined by (5) is orbit equivalent to the original action $(X, \mu, G)$ (with identity playing the role of the conjugating map).
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Observe that the above bijection is always anchored because $e x=x=e_{\Gamma} x$.
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Corollary. Since every action of an amenable group is orbit-equivalent to a $\mathbb{Z}$-action, every free action of an amenable group has a multiorder as a factor.
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## That's all for today!

